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 ویژه بازار بورس همواره با توجه به نقش بازارهای سرمایه در فرایند تجمیع و توزیع منابع مالی، این بازارها و به
از جمله مسائل بازارهای مالی، مسئله ریسک و . اند ها بودهگذاران داخلی و خارجی و دولت مورد توجه سرمایه

بینی قیمت و بازده سهام دارد که اهمیت  مدیریت آن است که در بازار بورس این مقوله ارتباط تنگاتنگی با پیش
   این اساس، پژوهش حاضر به دو روش متفاوت؛ پویاپارامتریبر . است  منعکس شده آن در سنجش کارایی اطلاعاتی بازار 

خودبازگشتی گیری از شبکه عصبی  و رویکرد پویاناپارامتری با بهره ARMA-PGARCHبا استفاده از مدل نوسانی 
NARX ای و  داده ها به دو صورت درون بینی پیش. پردازد بینی بازده بورس تهران می به مدلسازی و پیش

بر اساس نتایج . انجام شده است 02/03/1394 تا 6/7/1376و بر مبنای مشاهدات روزانه طی دوره  ای داده برون
  بینی، مقایسه گردیده و همچنین کارایی اطلاعاتی بورس تهران ها در زمینه پیش دست آمده، دقت مدل به

   ناپارامتریکسامانه پویای دهنده عملکرد و کارایی دقیق  نتایج پژوهش حاضر نشان. مورد بررسی قرارگرفته است
  ها حاکی از عدم کارایی اطلاعاتی بازار بورس تهران  همچنین، یافته. در مقایسه با رویکرد پارامتریک بوده است

  .باشد سطح ضعیف آن می  در
 

  .JEL: G11 ،G14 ،G17 ،G32 بندی طبقه
بازده سهام،  بینی پیشی پارامتریک و ناپارامتریک، ها روشی غیرخطی، مدلساز :کلیدی های هواژ

 .کارایی اطلاعاتی بازار بورس
  

                                                 
   10/8/1394: تاریخ پذیرش          27/3/1394: تاریخ دریافت* 
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  مقدمه .1
ی، از ارکان اصلی علم اقتصادمالی و مدیریتمالی است که در بازارهای سرمایه این ساز بهینه
دقیق  بینی پیش. ستا شدهبازده منعکس -ی و مدیریت ریسکگذار سرمایهدر مطلوبیت  مسئله

ریسک  سازی حداقلی وگذار سرمایهدر بازار مالی منجر به کاهش زیان و افزایش سود 
د که تمام این موارد درنهایت منجر به حداکثرسازی گرد می)یک عنصر نامطلوب عنوان به(

ی اصلی بازار سرمایه، از ها پایهیکی از  عنوان بهبازار بورس . ی خواهد شدگذار سرمایهمطلوبیت 
ی و مدیریت ریز برنامهکنندگان و متقاضیان سرمایه جهت  نبوده و عرضه ای مستثنساز هینهبقاعده 

ی نوینی ها روشهمواره درجستجوی  ی،گذار سرمایهمنظور کاهش ریسک  بهینه منابع مالی و به
قیمت سهام، بازدهی سهام و زمانی مالی از قبیل شاخص بازار،  یها سریی رفتار مدلسازبرای 
. ی مالی گردیده استها تئوریو  رویکردهامنجر به ظهور  مسئلهکه این  اند بودهی مالی ها نسبت

توسعه  یندفرااهمیت بازارهای مالی در فضای اقتصادی کشورهای پیشرفته و نقش این بازارها در 
از قبیل علوم آمار ، ی مرتبطها حوزهگرفته در ی صورتها پیشرفتاز یک سو و از سوی دیگر 

توانایی از ی گردیده که مدلسازی رویکردهامنجر به ظهور نسل جدیدی از  ،ترو کامپیو
 ها مدلسازیدر  ها آنی زمانی مالی و انعکاس ها سریی آماری ها ویژگیآشکارسازی 

  ). 1995آپوستولوس، (برخوردار هستند 
توانایی تحلیل و بررسی مواردی از قبیل ایستایی و عدم  تنها نهی جدید ها روشدر واقع این 

 ایجاد کردند، ها مدلرا در واریانس شرطیایستایی، وجود شکست ساختاری، حضور یا عدم حضور اثر 
ی ها مدلی زمانی مالی را نیز آشکار ساختند که ها سریهای  بلکه ابعاد جدیدی از پیچیدگی

ی ها نوآوری 1.ی نداشتندمدلسازدر  ها آنساختن قدرت مناسبی را در منعکس  پیشینسنتی 
ی های قدرتمند منجر به ظهور هوش مصنوعافزار نرمگرفته در حوزه کامپیوتر و ساخت  صورت

(AI)2 ی عصبی مصنوعی اشاره کرد که ها شبکهبه  توان میهای آن  که از مشهورترین شاخه دش
در شناخت الگوهای  ها الگوریتمتوانایی این . هستندز سامانه عصبی بدن انسان ا شدهالگوبرداری 

                                                 
های اقتصادسنجی  های مالی اشاره کرد که مدل در سری )Chaos(آشوب  پدیدهتوان به وجود  این موارد میاز قبیل . 1

  . مرسوم قابلیت مناسبی در لحاظ کردن آن ندارند
2. Artificial Intelligence  
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و  به حدی بالا بود که جهت مدل کردن 2ی پیچیدهها سامانهو مدل کردن  1ها دادهتولید  یندفراپنهان 
امروزه از . گرفته شدندکار به ها ربات و معرفی آن بهی رفتار حرکتی اندام انسان ساز شبیه
 بینی پیشی و ساز شبیه یندفرادر  ویژه به علوم و ی گوناگونی ازها حوزهی عصبی در ها شبکه

مالی نیز از این قاعده  علم اقتصاد. دشو میبر ابعاد استفاده از آن افزوده  دائماًد و شو میاستفاده 
گذار بر متغیرهای مالی و پیچیدگی تأثیرنبوده و وجود متغیرهای متعدد کمی و کیفی  مستثنا

ی در این حوزه از یک سو و اهمیت و لزوم پردازش سریع و صحیح اطلاعات مدلسازحاکم بر 
ی رویکردهاگیری کار بهاز سوی دیگر منجر شد تا محققین این حوزه حرکت خود را در جهت 

ی ها الگوریتمی عصبی مصنوعی، ها شبکه 3،هوش مصنوعی از قبیل موتورهای استنتاج فازی
 ). 2002شادبولت و تیلور، (ایند ی هایبرید آغاز نمها سامانهژنتیک و 

ی زمانی مالی، وجود واریانس ها سریآشوب در  هدر این میان، با توجه به وجود پدید
یا رفتار غیرمقارن این متغیرها نسبت به اخبار خوب و اخبار بد، حتی  ها آنناهمسان در نوسانات 

 بینی پیشحوزهدر  ویژه بهلی را ان ماگرلتحلیی نوین آماری نیز نتوانستند نتایج دلخواه رویکردها
  ).2010وانگ،  و اوو(برآورده سازند 

 عنوان به NARX4گیری شبکه عصبی پویا کار بهاین اساس، پژوهش حاضر با طراحی و  بر
 عنوان به ARMA-PGARCH٥ناپارامتریکی و مدل ترکیبی -ی غیرخطیها مدلاز ای نماینده
را   )TEPIX(شاخص قیمتی بورس تهران بازدهی پارامتریکی -ی غیرخطیها مدلاز  ای نماینده
پس از . است ها آنوجه مشترک این دو مدل در پویا بودن و غیرخطی بودن . دنمای میی مدلساز

ی ها مدلدقت  مقایسه تنها نهصورت پذیرفته است که  ای داده و برون ای داده درون بینی پیشآن، 
 بینی پیشبلکه اتخاذ رویکرد مناسب جهت  ،دآور میهم فرارا  بینی پیش یندفرامذکور در 

آمده شواهدی  دست بهنتایج  بر اساسهمچنین، . بازدهی شاخص بورس تهران را نیز ممکن خواهد ساخت
  . خواهد داد دست بهرا در مورد وجود یا عدم وجود فرم ضعیفی از کارایی اطلاعاتی در این بازار 

                                                 
1. Hidden Patterns of Data Generation Process 
2. Complex SystemsModeling 
3. Fuzzy Inference Engine 
4. Nonlinear Autoregressive Model Process with Exogenous Input(s) 
5. Autoregressive Integrated Moving Average-Power Generalized Autoregressive  

Conditional Heteroscedasticity Model 

 [
 D

ow
nl

oa
de

d 
fr

om
 q

jf
ep

.ir
 o

n 
20

26
-0

1-
31

 ]
 

                             3 / 24

https://qjfep.ir/article-1-289-en.html


  12های مالی و اقتصادی   شماره  فصلنامه سیاست   128

ی عصبی ها شبکهاصلی برروی استفاده از بسیاری از مطالعات پیشین که تمرکز  خلاف بر
، پژوهش حاضر از مدل عصبی پویا و اند بودهی پارامتریک خطی ساده ها مدلاستاتیک و 

د دارای توان مید در این حوزه رس نظرمی بهد که بر میرویکرد پارامتریک ترکیبی غیرخطی بهره 
  .نوآوری باشد

مقدمه، ابتدا مبانی نظری پژوهش صورت است که پس از  ینه اساختار پژوهش حاضر ب
د و با معرفی گیر میند، سپس مروری اجمالی بر مطالعات پیشین صورت شو میاختصار اشاره  به

  .ندگیر میآمده مورد تجزیه و تحلیل قرار  دست بهی، نتایج مدلسازی استفاده شده در رویکردها
 

  مبانی نظری پژوهش .2
شدن  کشیده چالش باعث بهبازارهای سرمایه  بینی پیشگرفته جهت تحلیل و های صورتتلاش

اساس آن سه سطح از  مطرح شده و بر )1970( فرضیه بازارهای کارا گردید که توسط فاما
در . برای هر بازار سرمایه معرفی گردیده است) ضعیف، متوسط و قوی(کارایی اطلاعاتی 

گذشته یک سهم در قیمت کنونی  بازاری با سطح ضعیفی از کارایی اطلاعاتی، تمام اطلاعات
معنا که  ینه اب ،آن منعکس شده و حرکات قیمت از الگوی گام تصادفی پیروی خواهد کرد

دارد که  فاما بیان می. نمایند بینی پیشی آینده را ها قیمتدقیق،  طور بهند توان نمیان گذار سرمایه
کنندگان و  در دسترس عرضهدر بازاری با سطح ضعیف کارایی اطلاعاتی، اطلاعات موجود و 

بازی بر روی حرکات قیمت  ی گذشته کمک مفیدی را برای سفتهها دورهمتقاضیان سرمایه از 
رو، سطح ضعیف کارایی اطلاعاتی با تئوری گام  ازاین. دکن نمیی آینده ارائه ها دورهدر 

ت یک سهم دارد که حرکات قیم زیرا تئوری گام تصادفی بیان می ؛تصادفی پیوند خورده است
. دکن نمیبوده و از هیچ الگوی مشخصی طی زمان پیروی  بینی پیشخاص یا شاخص بازار، غیرقابل 

نتیجه گرفت که  توان می د،کن میتصادفی پیروی  بنابراین، چنانچه ثابت شود که یک بازار از گام
 تنها نهدر سطح متوسط کارایی اطلاعاتی، . سطح ضعیفی از کارایی اطلاعاتی در آن وجود دارد

تعیین قیمت یک سهم اطلاعات سابق، بلکه اطلاعات عمومی دردسترس در دوره فعلی نیز در 
عات عمومی بر اطلانهایت، در بازاری با سطح قوی کارایی اطلاعاتی، علاوهدر . اندمشارکت داشته

ی و گذار قیمتی گذشته حتی اطلاعات خصوصی شرکت یا بنگاه اقتصادی نیز در ها دادهموجود و 
  ).2005من، دیک( اند بودهنوسانات قیمتی سهام منعکس شده و اثرگذار 
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بنای  ی رفتار متغیرهای بازار سرمایه، در سنگمدلسازی ها تئوریتفاوت بنیادین 
ی متفاوت از ها تحلیلنهفته است که منجر به بروز  ها آنی ها فرضیهیا همان  ها آن

ی متداول اقتصادسنجی و برحسب تعداد متغیرهای ها گاه دید بر .دگرد مییک بازار نمونه 
ی ها مدله و متغیر تکی ها مدلرا به دو گروه کلی  ها تئوریاین  توان میوارده در مدل 

این  بر )RW3و APT 1،CAPM 2:از قبیل(تغیره می چندها مدلاساس . نمود بندی طبقهچندمتغیره 
متغیرهای بازار  تأثیر تحت صرفاًبازدهی یک سهم  ویژه بهفرض استوار است که رفتار قیمت و 

باید  ها مدلسازید و در باش میگذار نیز تأثیرسرمایه نبوده بلکه تابعی از دیگر متغیرهای 
 ها آن، قیمت طلا، قیمت نفت و مانند GDPفاکتورهای کلان اقتصادی همچون نرخ ارز، تورم، 

. نیز درنظر گرفته شوند ها آنو نظایر  BV ،B/M ،EPS ،P/Eن و متغیرهای خرد اقتصادی همچو
بر این فرض استوار است که تمام اطلاعات مورد نیاز  ها تحلیله، اساس متغیر تکی ها مدلدر 

نهفته است و تاریخ ماهیتی زمانی مربوط به آن جهت تحلیل رفتار یک متغیر، در سری
یا بازدهی یک سهم، توانایی تحلیل رفتار زمانی قیمت بنابراین، با تحلیل سری. تکرارشونده دارد

تحت  توان میه را متغیر تکی مدلسازاین اساس،  بر. آن در آینده نیز میسر خواهد بود
بندی نمود  طبقهی بنیادین ها تحلیلمتغیره را تحت  ی چندمدلسازی تکنیکال و ها تحلیل

  ).2002شادبولت و تیلور، (
  

  مطالعاتی پیشینه .3
بازار بورس  بینی پیشمنظور  هی عصبی مصنوعی بها شبکهگیری کار بهاطلاعات موجود،  بر اساس

  FFNN(4(استاتیک  شبکهصورت پذیرفته که با استفاده از  )1998(بار توسط وایت  نخستینبرای 
نتایج این تحقیق بیانگر کارایی . است  کرده IBMسهام شرکت  روزانهقیمت  بینی پیشاقدام به 

در . دباش میی الگوی غیرخطی موجود در حرکات قیمت سهام ساز شبیهمناسب این شبکه در 
روی مشاهدات  بر ای مقایسه مطالعهطی یک ) 2008(الدین و همکاران ی اخیر نیز شمسها سال

های متفاوت و با استفاده از توپولوژی ها شبکهاقدام به بررسی کارایی این ) 1990- 2004( ماهانه دوره

                                                 
1. Arbitrage Pricing Theory 
2. Capital Assets Pricing Model 
3. Random Walk 
4. Feed-Forward Neural Network 

 [
 D

ow
nl

oa
de

d 
fr

om
 q

jf
ep

.ir
 o

n 
20

26
-0

1-
31

 ]
 

                             5 / 24

https://qjfep.ir/article-1-289-en.html


  12های مالی و اقتصادی   شماره  فصلنامه سیاست   130

، معیارهای ها شبکهاین  بینی پیشدقت  مقایسهاند که جهت مختلف نموده 1ساز فعالی از توابع گیر بهره
MAPE  وRMSE ها سامانهروشنی نشانگر قابلیت چشمگیر این  و نتایج تحقیق به اند شده گرفتهکار به 

   )2009( چیآو. ی زمانی بازار بورس استها سریدر دستیابی به الگوهای غیرخطی پنهان در 
طی تحقیق برروی بازدهی سهام سه شرکت فعال در بورس استانبول و همچنین شاخص کل بازار 

)ISE-300(  یها سالطی )یی عصبی با الگوریتم تصحیح ها مدلثابت کرده است که ) 2007- 2008
ی رقیب و دیگر ها مدل، با تمام دیگر ها شرکتسهام  بهینهو انتخاب  بینی پیشدر  2BPیخطا

 دست بهرقابت کرده و نتایج کاراتری را  خوبی به Buy-and-Holdی معامله از قبیل ها استراتژی
با الگوریتم تصحیح خطای  )FFNN(گیری شبکه عصبی استاتیکِ کار بهبا ) 2005(کلسن . اند داده

و شاخص قیمت  NASDAQشاخص قیمت  روزانه بینی پیشاقدام به  )LM(مارکووات  - لوِنِبرگ
Dow-Jones نتایج این تحقیق نشانگر عملکرد کارای . نموده است) 2002- 2005( در دوره زمانی
  . ی قیمت مذکور استها شاخص بینی پیشاین سامانه در 

 شده ی شناختهها شاخصتر نهاده و به مطالعه برروی فراپا را ) 2008(ماسیل و بالینی 
 S&P500 ،CAC40 ،FTSE ،DAX ،Dow-Jones ،IBEX35: بازارهای بورس جهان از قبیل

با الگوریتم تصحیح  )FFNN(اند که در این مورد از شبکه عصبی مصنوعی پرداخته PS120 و
، MSPEاز معیارهایی همچون  ها بینی پیشاند و جهت برآورد دقت بهره برده )LM(خطای 

R2،RMSE و MSE  بینی پیشبیانگر آن است که این سامانه در  ها یافته ؛اند کردهاستفاده 
  . شاخص بازارهای بورس دقت و سرعت بسیار مناسبی را دارد

زه اقتصاد مالی، در حو ها آنی عصبی پویا و کاربردی شدن ها شبکهنگاهی به تاریخچه  با
ی زمانی، این روش ها سری بینی پیشهای د که در مقایسه با دیگر تکنیکشو میمشخص 

کاربرد  زمینهدر . دگرد میبازارهای سرمایه محسوب  بینی پیش حوزهرویکردی تازه در 
مدل  پایه با استفاده از شبکه پویا بر) 1994(بازار بورس، وانگ و لیو  بینی پیشی پویا در ها شبکه

ARMA  شاخص وزنی بورس تایوان  روزانهی ها دادهگیری کار بهو با)TSEWI(  یها سالطی 
که نتایج حاصله بیانگر عملکرد کارای  اند کردهوضعیت بازار  بینی پیشاقدام به ) 1994-1991(

  . دباش می بینی پیش یندفرااین شبکه در 
                                                 
1. Activation Functions 
2. Back-Propagation 

 [
 D

ow
nl

oa
de

d 
fr

om
 q

jf
ep

.ir
 o

n 
20

26
-0

1-
31

 ]
 

                             6 / 24

https://qjfep.ir/article-1-289-en.html


 131...پارامتریناپارامتری و  پویایهای سامانهکاربرد 

به مطالعه برروی  NARXپویا  شبکهگیری و طراحی یک کار بهبا ) 2008(دیاکونسکو 
 MSE_regو  MSEدر بازار بورس کشور رومانی پرداخته است و از دو معیار  BETشاخص

مشاهدات  گیرندهشده دربر استفاده شده و دوره زمانی انتخاب بینی پیشجهت برآورد دقت 
پتانسیل بالای این شبکه در  دهنده نشاننتایج این تحقیق . است) 2005-2008( یها سال روزانه

محقق بیان داشته که معماری یا توپولوژی . دباش میکشف مسیر حرکت غیرخطی قیمت سهام 
و رفتار این شبکه  داردو نتایج حاصله  ها شبکهاین  بینی پیشحائز اهمیتی بر قدرت  تأثیرشده  انتخاب

  .انتخابی دارد 1یها نرون ه و تعدادی شبکها لایه شده، تعداد تعبیه حافظهوابسته به بعُد  شدت به
اقتصاد مالی  حوزهی عصبی استاتیک که حجم قابل توجهی از مطالعات را در ها شبکهبرخلاف 

در مورد  ،اند دادهبازار بورس و قیمت سهام به خود اختصاص  بینی پیشدر  ویژه بهو بازارهای مالی و 
است که این  انجام شدهنسبی مطالعات کمتری  طور به، ها آنی عصبی پویا و کاربرد ها شبکه
  .دگرد می ی عصبی بازها شبکهنویسی برای این نوع از  به دشوار بودن برنامه مسئله

بینی قیمت سهام در بازار  پیش"عنوان  طی پژوهشی تحت) 1388(منجمی، ابزری و رعیتی 
ژنتیک و مقایسه آن با شبکه فازی و الگوریتم -بورس اوراق بهادار با استفاده از شبکه عصبی

دارد که معماری شبکه بر عملکرد شبکه تأثیرگذار است اما استفاده از بیان می "عصبی مصنوعی
ی ها نرون شود و با افزایش تعداد های مخفی بیشتر لزوماً منجر به بهبود عملکرد شبکه نمی لایه
همچنین، مقایسه نتایج  .پیدا کندتوان انتظار داشت که عملکرد شبکه بهبود  های پنهان نمی لایه

 دهد فازی و الگوریتم ژنتیک نشان می- حاصل از مدل شبکه عصبی با نتایج حاصل از مدل عصبی
ژنتیک،  فازی و الگوریتم-بینی، شبکه عصبی نظر معیارهای ارزیابی عملکرد پیش  که از نقطه
  .ندده بینی قیمت سهام را نسبت به روش شبکه عصبی کاهش می خطای پیش

 

  و روش پژوهش ها داده .4
بوده که شاخص قیمت، از  (TEPIX)تمرکز تحقیق حاضر بر بازده شاخص اصلی بورس تهران 

مشاهدات روزانه شاخص کل در  گیرندهاستخراج شده و دربر 2سایت رسمی بورس تهران وب

                                                 
1. Neurons 
2. WWW. IR Bourse. com 
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 باشند و بیانگر ارزش شاخص در پایان روزکاری و می 2/3/1394تا  6/7/1376 دوره زمانی
  :دگرد میمحاسبه ) 1(بازدهی شاخص از طریق رابطه . استشدن بازار  بسته

  

t
t

t 1

pR ln p −

 =  
   

 

. دباش می tبیانگر قیمت شاخص در زمان  Ptوtبازدهی در زمان  دهنده نشان Rtکه در آن 
است که  PGARCHو مدل نوسانی  ARMAپژوهش حاضر، ترکیبی از مدل پویا  نخستمدل 

 صورت بهزمانی میانگین را شرطی و رفتار سریزمانی واریانسقابلیت مدل کردن رفتار سری
ی نوسانی همواره عملکرد مناسبی را از ها مدلدر میان دیگر  PGARCHمدل . دارد همزمان

ناشی از عدم تحمیل محدودیت در مدل کردن واریانس  مسئلهخود نشان داده است که این 
  ).1996دیک، و فننسیس فرا(شرطی است 

ترین  شدهجنکینز نیز جزو شناخته-یا روش باکس ARMAسوی دیگر، مدل  از
د که فرم عموم این مدل نگرد میی تحلیل رفتار میانگین در بازارهای مالی محسوب رویکردها
  : ستا شدهنمایش داده ) 2(در رابطه 

  
p q

t i t i j t j
i 1 j 1

Y Y u− −
= =

= θ+ η + λ∑ ∑  

 هدور iارزش متغیر در  دهنده شانن Yt-iجاری،  همتغیر در دورنشانگر ارزش  Ytدر آن، 
 PGARCHمدل . پارامترهای معادله هستند λوθ،ηپسماند و  جملهبیانگر ارزش  uگذشته، 

شرطی صورت بر اساس آن، واریانسمعرفی گردیده که ) 1993(توسط دینگ، انگل و گرنجر 
  :دگرد میتعریف ) 3(رابطه 

  

( )
p q

t i t i t i j t j
i 1 j 1

δ
δ δ

− − −
= =

σ = ω+ α ε − γε + β σ∑ ∑  

وجود یا عدم وجود رفتار متقارن شاخص قیمت  هکنند تعیین) γ(که در آن ضریب سیگما 
به مدل  ها دادهپذیری بیشتری را در برازش  متغیر فرض کردن توان سیگما، انعطاف. دباش می

. انتظار داریم GARCH اولیهخواهد داد و درنتیجه کارایی بالاتر این مدل را در مقایسه با مدل 

)1( 

)2( 

)3( 
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 133...پارامتریناپارامتری و  پویایهای سامانهکاربرد 

 بینی پیشی ها مدلاین است که این مدل ترکیبی جزو  ARMA-PGARCHدلیل انتخاب مدل 
ی ها مدلاز خود نشان داده است و حتی از  بینی پیشای بوده که کارایی مناسبی را در  متغیره تک

تری را از نیز در مواردی عملکرد کارا ARMA-TGARCHو  ARMA- EGARCHترکیبی 
 ستا  شدهواقع  تأییددر تحقیقات دیگر محققین این حوزه نیز مورد  مسئلهد که این ده میخود نشان 

جهت تست ایستایی شاخص قیمت و بازدهی ). 2005؛ چن و کیمیلیان، 2009لیو و همکاران، (
مزیت . ستا شدهستفاده فولر ارتقایافته ا-یکیو آزمون د) 1992(اندروز -آن، از تست زیوت

های ایستایی در توانایی تشخیص وجود شکست  ندروز در مقایسه با سایر تستا-آزمون زیوت
  .استساختاری و همچنین بررسی ایستایی در صورت وجود شکست در آن 

ی عصبی ها سامانهست که جزو ا NARXعصبی مصنوعی مدل دوم پژوهش، شبکه
ی ها سامانه 1.اندنامیدهیز ن ARMAمبنای مدل  ای بررا شبکه شده و آن بندی طبقهدینامیک 

و برخلاف متدهای  اند شده بندی طبقهی ناپارامتریک ها روش ذیلعصبی عموماً شبکه
رو به  ند و از اینده مین دست بهتابع رفتاری متغیرها  عنوان بهمشخصی را  معادلهپارامتریک، هیچ 

  .)1990چن و همکاران، ( اند دادهلقب جعبه سیاه  ها آن
ی ها شبکهند که گرد میعصبی به دو گروه کلی استاتیک و دینامیک تقسیم  یها شبکه

دارای فرم  ها آنپایینی دارند یا پروسه تولید  نویزیی که ها دادهی ساز شبیهاستاتیکی عموماً برای 
خودبازگشتی نبوده مناسب است و چنانچه درست طراحی گردند از سرعت آموزش بالایی 

   .)2004کای، مک(برخوردار هستند 
ی پویا ها شبکه. ستا شدهنمایش داده ) 1(در نمودار  دینامیکعصبی  شبکهساختار یک 

ی برخوردار هستند و برای تر پایینی که دارند از سرعت آموزش تر پیچیدهساختار  دلیل به
نارندرا و (ی پرنوسان یا دارای ساختاری خودبازگشتی مناسب هستند ها دادهی ساز شبیه

 )n,m(فرم عمومی این رویکرد با فرض وجود ابعاد متناهی برای آن با ابعاد  .)1990پارتاساراتی، 
  ):2009لین و همکاران، (زیر خواهد بود  صورت به uو  yو ضرایب اسکالر 

  

( )t t 1 t n t 1 t my y ,...,y ,u ,...,u− − − −=φ  
  

                                                 
1. ARMA-Based Network 

)4( 
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  12های مالی و اقتصادی   شماره  فصلنامه سیاست   134

) MA(و میانگین متحرک ) AR( بازگشتی بیانگر بخش خود ترتیب به ut-iو  yt-iکه در آن، 
یک تابع  )Φ(ن همچنی. روجی این سامانه استخ ytو  ی سیستمزا برونهای برای ورودی

  .غیرخطی مانند تابع سیگموئید یا تانژانت هایپربولیک است ساز فعال
  

  
  
  
  
 
 
  
  
  
  
  
  

  

  .www.Mathwork.com: مأخذ
 NARXهساختار عمومی شبک. 1نمودار 

  

ها از آن حاصل  بینی پیش، فرم کلی معادله یا همان الگوریتمی که )1( نموداربا توجه به 
 y(k), y(k-1), …, y(k-dy)و همچنین از مقادیر u(k), u(k-1), …, u(k-du)ند از مشاهداتگرد می

  .اند شدهمعرفی ) 4(که در رابطه ) 2011یانگ و منگ، (د کن میورودی استفاده  عنوان به
  

( ) ( ) ( )
yu ddN

0 b0 h0 h h0 ih jh
h 1 i 0 j 0

y k 1 w w * w w *u k i w *y k j
= = =

+ = Φ + Φ + − + −
  
  

  
∑ ∑ ∑  

 

)5( 

 

ورودیهای  سیگنال بازخور
 شبکه

تعداد وقفه تعبیه 
 = شده در مشاهدات

تعداد وقفه تعبیه شده 
سیگنال بازخوردر  = 

dy 
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  . 1ندباش می شده در ورودی و خروجی سامانه خیر لحاظأبیانگر درجه ت ترتیب به dyو  duدر آن، 
  

  های پژوهش یافته .5
و آمار توصیفی  شدهترسیم  )2(روند شاخص کل قیمت بورس تهران و بازدهی آن در نمودار 

  :اند شدهخلاصه  )1(ی گردآوری شده، در جدول ها داده
  
  
  
  
  
  
  

  
 
 
 
 
 
 
 
 
 
 
 
  
  

                                                 
 )1996(و مقاله لین و همکاران  2002های عصبی مصنوعی دینامیک به کتاب ندنویدسکی برای آشنایی بیشتر با شبکه. 1

  .مراجعه نمایید

 آمارتوصیفی سری زمانی شاخص بورس تهران و بازدهی آن.1جدول

انحراف حداقل حداکثر میانه نگینامی
 استاندارد

 سری زمانی کشیدگی چولگی

 شاخص قیمت 544951/5 897120/1 09/21004 1472 60/89500 01/10076 83/17584

 بازدهی 29875/14 245776/0 005952/0 -056703/0 052608/0 000581/0 000874/0

 .نتایج تحقیق: خذأم

  )Return(و بازده )Price(سری زمانی قیمت.2نمودار

1377 1380 1382 1385 1387 1390 1392 1395
0

1

2
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x 10
4

 

 
TEPIX

1377 1380 1382 1385 1387 1390 1392 1395
-0.06

-0.04

-0.02

0

0.02

0.04

 

 
TEPIX Return
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  فولر ارتقایافته -اندروز و دیکی–نتایج آزمون ایستایی زیووت)2(همچنین، در جدول 
  و شیب  مبدأعرض از  همزمانبر روی سری قیمت و سری بازده با دربرگیری جداگانه و 

  :اند شدهمربوطه خلاصه  معادلهدر 
  

  های ایستایینتایج آزمون. 2جدول 
  نوع آزمون روی سری بازدهتست بر تست بر روی سری قیمت

 مبدأبا روند و عرض از  مبدأبا عرض از  مبدأبا روند و عرض از  مبدأبا عرض از 

دیکی فولر ارتقایافته -6312/9*** 6371/9*** -2136/0 5359/1
  اندروز-زیووت -6585/19*** -6458/19*** -6711/2 -2311/0

  باشند می درصد 10و  درصد 5، درصد 1معنای معنادار بودن ضریب در سطح معنادار  ترتیب به به* ، **، :  ***تذکر
  .نتایج تحقیق: خذأم
  

مقادیر برآورد شده بیانگر عدم ایستایی سری قیمت و ایستایی سری بازده شاخص بورس 
توسط  بینی پیشی و مدلسازهستند؛ براین اساس جهت درصد  1تهران در سطح اطمینان 

. دگیر میمتغیر ورودی مورد استفاده قرار  عنوان بهرویکرد پارامتریک، متغیر بازده بورس تهران 
 و 2/9/1394ی ها اندروز، تاریخ- علاوه، با توجه به قابلیت تخمین تاریخ شکست در آزمون زیوت هب

 عنوان بهبرای سری بازده  16/5/1391و  14/05/1382کل و رای سری شاخص قیمتب 15/10/1392
اطلاعات و  بر اساسست که ا  شدهی مذکور برآورد ها سریهای وقوع شکست ساختاری در تاریخ

   .های برآورد شده قابل قبول هستندبازار بورس تهران، تاریخ هبار اخبار موجود در
ی گوناگونی از ترکیبات متفاوت مدل آرما و مدل ها مدلپس از تست ایستایی و با اجرای 

مدل نهایی  عنوان به ARMA(2,1)-PGARCH(2,2)گارچ، در نهایت مدل ترکیبیانی پینوس
های تشخیص خودهمبستگی مورد استفاده قرار گرفته است که باتوجه به نتایج حاصله از تست

  و همچنین ناهمسانی واریانس توسط آزمون Ljung-Boxاز طریق آزمون 
ARCH-Heteroscedasticityاستفاده مدل صحیح بوده و  ، مشخص گردید که مدل مورد

) 3(ی مذکور در جدول ها آزموننتایج . را دارد بینی پیش پروسهگیری برای کار بهقابلیت 
  :اند شدهخلاصه 
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  ARMA(2,1)-PGARCH(2,2)های تشخیص صحت مدلنتایج آزمون.3جدول

Q -آماره  Q2 -آماره  F -آماره  نام آزمون 
6382/26  1538/10 باکس-لیونگخودهمبستگی سریالی -   

- - 8556/0 آرچ-ناهمسانی واریانس   
.نتایج تحقیق: خذأم  
  

ست، حاکی از عدم وجود ا شدهدوره وقفه در آن لحاظ  15نتیجه آزمون همبستگی سریالی که تا 
نیز نشانگر عدم  ARCHتست  ههمچنین نتیج. دباش میخطا  جملههمبستگی در  مشکل خود

نتیجه گرفت که این مدل از  توان میخطا است و در مجموع  جملهوجود ناهمسانی در واریانس 
نتایج حاصله از اجرای این . است بینی پیشبوده و مدل مناسبی جهت  تأییدلحاظ آماری مورد 

در گام بعدی و . آمده است) 2(شده در نمودار پیوست  بینی پیشو مقادیر ) 1(مدل در پیوست 
صورت  ای داده و برون ای داده درون بینی پیششدن مدل از نظر آماری،  با توجه به پذیرفته

پنج روزه درنظر گرفته شده  مدت کوتاهای افق زمانی  داده برون بینی پیشپذیرفته است که برای 
  .یی سریع سرمایه بوده استجا جابهکه دلیل این انتخاب سرعت بالای معاملات در بازار بورس و 

ی عصبی ها شبکهضروری است که  مسئلهذکر این  NARX شبکهاز بیان نتایج مدل  پیش
 2ران-ی دادهها سامانههستند، جزو  1ران-یی مدلها روشی پارامتریک که ها سامانهبرخلاف 

های تشخیص که در این حالت، مدل آماری جهت انجام تست ین معناا  هند؛ بشو می بندی طبقه
یی همچون چگالی کرنل، رسم کوانتایل یا رویکردهابرروی آن وجود ندارد و محققین باید از 

شده در  طراحی شبکهخصوصیات ). 2005من، دیک(ی نمایند گیر بهره ها دادهنحوه توزیع احتمال 
  :دباش میپارامترهای مختلف آموزش این شبکه  گیرندهست که دربرا  شدهخلاصه  )4(جدول 

  
ی سیستمی شبکههاویژگی.4جدول

ساز تابع فعال نوع شبکه خیرأهای ت سیگنال تابع خطای شبکه تعداد تکرار   الگوریتم آموزش 

NARX(SP) Sigmoid 100 MSE 10 BP 

  .نتایج تحقیق: مأخذ

                                                 
1. Model-Driven Methods 
2. Data-Driven Methods 
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صفر  بازهسازی شده و در از ورود به شبکه نرمال پیشلازم به ذکر است که متغیر ورودی، 
تصادفی در ابتدای کار درنظر گرفته و  صورت بههایی را وزن ،شبکه. و یک قرار گرفته است

  ای اصلاح کرده است که گونههها را بوزن BPسپس با استفاده از الگوریتم تصحیح خطای 
شده منطبق بر  یساز شبیهپس از اتمام آموزش و رسیدن به سطح خطای مورد نظر، سیگنال 

  شده  طراحی شبکه، عملکرد مناسب )3(باتوجه به نمودار . دی شده باشدسیگنال ورو
جهت بررسی صحت این . دشو میدر تشخیص نوسانات سری زمانی بازده بورس تهران مشاهده 

آزمون توزیع . ایمو آزمون کوانتایل بهره برده ها دادهسامانه، از آزمون تابع توزیع احتمالی 
است که در تحقیق حاضر  ها دادهمناسب از نوع تابع توزیع  هکنند یک برآورد ها دادهاحتمالی 

سری بازده شاخص بورس (ابزاری جهت تست تشابه تابع توزیع ورودی شبکه عصبی  عنوان به
ونتایج حاصله در  شدهکارگرفته هب NARXی شده توسط شبکه ساز شبیهو مقادیر ) تهران

و  Dمالی توزیع بازده بورس تهران در قسمت رسم تابع احت. ستا شدهنمایش داده  )3(پیوست 
سو با توجه به این نکته که دامنه و برد از یک. اند شدهآورده  Eخروجی شبکه عصبی در قسمت 

مقادیری یکسان هستند و از سوی دیگر با درنظر گرفتن تشابه بسیار  yو  xتابع در محورهای هردو 
عصبی با تابع توزیع احتمالی بازدهی بورس تهران، تابع توزیع احتمال خروجی شبکه زیاد
را تشخیص داده و درنتیجه،  ها دادهعصبی با موفقیت پروسه تولید نتیجه گرفت که شبکه توان می

  .است آمده دست بههای آن ها، منطبق با تابع توزیع احتمال ورودیتابع توزیع احتمالی خروجی
  
  
  
  
  
  
  
 
  
  

  در شناخت الگوی سری زمانی NARXقابلیت شبکه . 3نمودار 
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 139...پارامتریناپارامتری و  پویایهای سامانهکاربرد 

شد تا در کنار آزمون قبل، در نهایت، از رسم کوانتایل نیز برای هر دو سری بهره گرفته
رسم کوانتایل در واقع روش جایگزین برای تست . ی تضمین شده باشدساز شبیه پروسهصحت 

آن در پیوست  هکه نتیج است 2(CDF)و تابع توزیع تراکمی 1(PDF)تابع چگالی احتمال توزیع
 خروجی شبکه و Fرسم تابع کوانتایل بازده بورس تهران در قسمت . ستا شدهآورده  )4(
، در اینجا نیز با ها دادههمانند نمودارهای توزیع احتمال . اند شدهآورده  Gصبی در قسمت ع 

توزیع هردو سری اثبات  نحوهمقادیر محورهای افقی و عمودی دو نمودار، یکسان بودن  مقایسه
های چپ و راست نیز  هردو سمت توزیع در دنباله یتوزیع، بلکه در انتها هتنها در میان د و نهشو می

 .اند دارا بودهزمانی عملکرد بسیار مناسبی را سازی الگوی سریطراحی شده در شناخت و پیاده شبکه
 عصبی، کاملاًی شده توسط شبکهساز شبیهزمانی بنابراین، تابع توزیع سری زمانی اصلی و سری

  .داشته است ها دادهشده کارایی مناسبی در شناخت الگوی توزیع  یکسان بوده و شبکه عصبی طراحی
   ها آنهردو مدل تحقیق صورت گرفته که مقادیر  ای داده برون بینی پیشدر گام نهایی، 

معیار گوناگون استفاده  8ها از  بینی پیشجهت برآورد دقت . است گزارش شده) 5(در پیوست 
  :شده که عبارتند از

  )MSE( معیارمربع خطا -
  )MAE( میانگین قدرمطلق خطا -
  )RMSE(مجذور میانگین قدرمطلق خطا  -
  )MAPE( میانگین درصد قدر مطلق خطا -
  )Theil’s U-statistic( آزمون تیل uآماره  -
  )Bias Proportion( نسبتتورش -
  )VarianceProportion( نسبت واریانس -
  . )Covariance Proportion( نسبت کوواریانس -

  :اند شدهزیر گردآوری  صورت به )5(نتایج حاصله در جدول 
  
  

                                                 
1. Probability Density Function  
2. Cumulative Distribution Function  
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معیارهای خطا کمتر باشند،  شده ذکر است که هرچه مقادیر برآوردهاز تفسیر نتایج این جدول لازم ب پیش
میزان  MSEق معیار طباین اساس  د بود؛ برنبالاتر آن خواه بینی پیشتر و قدرت مدل مناسب دهنده نشان

و هم در  ای داده درون بینی پیشمدل پارامتریک هم در  شده  میانگین مربع خطای برآورد
در مقایسه با مدل ناپارامتریک، بالاتر بوده که بیانگر دقت بالاتر مدل  ای داده برون بینی پیش

  ، سطحویژه به؛ است ها دادهتر زمانی و برازش مناسبشبکه عصبی در شناخت الگوی سری
 هایجادکنند یندفرا نحوهحاکی از قدرت بسیار بالای این مدل در تشخیص شیوه و  71/7×10- 12

 افتد، گیری دیگر معیارهای خطا نیز اتفاق میکار بههنگام  مسئلهمشابه این . دباش میزمانی این سری
 RMSE ،MAE ،MAPE ،Theil’s ین معنا که سطح خطای برآوردشده توسط معیارهایه اب

U ،BP ،VPو CP عصبی برای سامانه شبکهNARX تر از مدل ترکیبی پارامتریک بسیار پایین
. شناخت الگوی سیگنال ورودی داردپژوهش بوده است که بیانگر دقت بسیار بالای این سامانه در 

یی که ها مدلیا  ها سامانهو معمولاًآمده است  دست بهنیز نتایجی مشابه  ای داده- برون بینی پیشدر مورد 
. نیز عملکرد بهتری دارند ای داده برون بینی پیشند در کن میتر عمل موفق ای داده درون بینی پیشدر 

  ، مدل ترکیبی آرما توانسته است کارایی بالاتری را CPو VPمعیارهای خطای  بر اساس

 معیارهای خطابر اساسهامدلدقتمقایسه.5جدول

 معیارهای سنجش خطا

 )NARX(مدل غیرپارامتریک )ARMA‐PGARCH(مدل پارامتریک
 بینیپیشنوع

 ای داده برون ایدادهدرون ایدادهبرون ایدادهدرون

MSE 5-E*6/2  4-E*7/2 12-E*71/7 5-E*35/3 

RMSE 0051/0 0143/0 6-E*74/2 0057/0 

MAE 0031/0 0133/0 6-E*51/2 0037/0 

MAPE 0433/151 3417/101 9-E*16/6 4554/4 

Theil’s U‐Statistic 8948/0 9738/0 4-E*92/6 1102/0 

Bias Proportion (BP) 0036/0 2234/0 4-E*12/3 1091/0 

Variance Proportion (VP) 9784/0 7702/0 5-E*26/4 6183/0 

Covariance Proportion (CP) 0172/0 0063/0 5-E*18/2 0002/0 

 .استαبه توان منفی10نشانگر α-E: تذکر
 .نتایج تحقیق: خذأم
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. دهد و شبکه عصبی نتوانسته برتری خود را حفظ نماید نسبت به سامانه عصبی از خود نشان
تر بودن معیار پایین بنابراینواریانس شاخصی جهت نمایش میزان پراکندگی از میانگین است، 

شده توسط  بینی پیشدر مدل ترکیبی بیانگر این واقعیت است که واریانس مقادیر  VPخطای 
این در حالی است که . تر بوده استنزدیک مدل پارامتریک تحقیق به واریانس مقادیر حقیقی

شده شبکه عصبی  بینی پیشمیانگین است، مقادیر که نشانگر میزان انحراف از  BPمعیار  بر اساس
بیانگر سطح خطای غیرقابل  CPهمچنین، معیار . اند بودهتر  به میانگین مقادیر حقیقی بازده نزدیک

 .داده است آن رویکرد عصبی سطح خطای بالاتری را نشان بر اساسد که باش می ها سامانهتوضیح این 
و همچنین وابستگی  1ی عصبیها شبکهبه ماهیت ناپارامتریک  توان می مسئلهاز جمله دلایل این 

هایی که سامانه در ابتدا سو و وزن ی ورودی از یکها دادهبه  ها سامانهشدید نتایج حاصله از این 
 بینی پیشنتیجه . د، اشاره کردگیر میها درنظر اتصال سلولهای تصادفی در حلقه صورت به

  .اند شدهآورده ) 4(مراه مقادیر واقعی بازده شاخص بورس تهران در نمودارههر دو مدل به ای داده برون
  
  
  
  
  
  
  
  
  
  
  
  

                                                 
ها نیستند و صرفاً  یند تولید دادهارگرسیون فر هجهت یافتن معادلین معنا که آنها درصدد مدل کردن سری زمانی ه اب. 1
  .های سیستم هستند دنبال ایجاد ساختاری براساس ورودی به

  NARXو شبکه عصبی  ARMA-PGARCHبینی شده توسط مدلمقادیر پیش. 4نمودار 

27/2/1394 28/2/1394 29/2/1394 30/2/1394 2/3/1394

 
Daily Return

ARIMA-PGARCH Out-Sample Forecasting
NARX Network Out-Sample Forecasting
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معیارهای خطای  بر اساس NARXعصبی  شبکهبیان داشت که  توان میبندی، جهت جمع
شده در این پژوهش توانسته است عملکرد کاراتری را در مقایسه با مدل ترکیبی  معرفی

ARMA-PGARCH  از خود نشاندهد و اگرچه  ها دادهتولید  یندفرای ساز شبیهدر تشخیص و
   بر اساساما  ،تری داشتهعملکرد ضعیف CPو VPمعیارهای خطای  بر اساس ای داده- برون بینی پیشدر 

تری داشته باشد و  معیار دیگر توانسته است نسبت به مدل پارامتریک تحقیق عملکرد مناسب 6
در مجموع و با توجه به نتایج . بدهد از خود نشان بینی پیشکارایی و دقت قابل قبولی در 

آمده از هردو مدل تحقیق، در مورد کارایی اطلاعاتی بازار بورس تهران و بازدهی  دست به
بر عدم وجود  چنین نتیجه گرفت که پژوهش حاضر شواهدی را مبنی توان می TEPIXشاخص 

سطح ضعیف کارایی اطلاعاتی در این بازار ارائه کرده است که این یافته با نتایج دیگر محققین 
؛ سینایی و 1385مشیری و مروت، : مثال نگاه کنید به عنوان به(مخوانی دارد درمورد این بازار ه

  ).1392دوست،  ؛ عباسیان و حسینی1387؛ مهرآرا و عبدلی، 1384دیگران، 
 
  گیری خلاصه و نتیجه .6

  توسعه کشورها و نقش این بازارها  یندفرابازار بورس در  ویژه بهاهمیت بازارهای سرمایه و 
هم کردن بستری مناسب فراهای خصوصی و های خرد و گسترش مالکیت سرمایهآوری در جمع

مالی  ها، باعث شده تا این بازارها همواره مورد توجه محققین اقتصاد یگذار سرمایه توسعهبرای 
کارایی این بازارها و  مسئلهکرده  ایجادهای زیادی را ای که بحثمسئله. مالی باشندو مدیریت

 بینی پیش هکه پیوند ناگسستنی با تئوری گام تصادفی و مقول است ها آنکارایی اطلاعاتی  ویژه به
ی ها شبکه ویژه بهی هوش مصنوعی و ها روشهمچنین، رشد و گسترش . بازار برقرار کرده است

د، باش می بینی پیش مسئلهعصبی مصنوعی باعث شد تا یکی از کاربردهای این رویکرد که در 
بر  مبتنی اغلبی پیشین که ها پژوهشدراین زمینه برخلاف . کارگرفته شودبه ردر تحقیق حاض

شد که دلیل آن در  بهره گرفته NARXی ، از سامانه پویااند بودهی عصبی استاتیک ها شبکه
یی با نوسانات زیاد ها دادهی ساز شبیهی استاتیکی در تشخیص و ها سامانهضعف 

)HighVolatile (ی ها مدل علاوه، از اتصالهب. نهفته استARMA  وPOWER-GARCH ،
خودبازگشتی میانگین  جنبه همزمانریزی شد تا بتواند طرح ARMA-PGARCH مدل ترکیبی

   مسئلهواریانس منعکس سازد که این  معادلهمیانگین و هم در  معادلهخطا را هم در جملهو 
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شده، بازده  زمانی انتخابسری. دگرد میهای نوآوری این پژوهش محسوب از دیگر جنبه
و جهت بوده  2/3/1394تا  06/07/1376در دوره زمانی  TEPIX"روزانه شاخص بورس تهران

با مقایسه معیارهای خطا، . ستا  شده معیار سنجش خطا بهره گرفته 8از  ها بینی پیشبرآورد دقت 
 ای داده برون بینی پیشو هم در  ای داده درون بینی پیشعصبی پویا هم در  شبکهعملکرد کاراتر 

ن بازدهی بورس پذیر بودبینی پیشنتایج پژوهش حاضر درمورد ،همچنین. دشو میمشاهده 
که این  استبر عدم کارایی اطلاعاتی بازار بورس تهران شواهدی مبتنی کننده تهران، ارائه

بنابراین، فرضیه تحقیق که . ی قبلی در این زمینه استها پژوهشی ها یافتهگیری در راستای نتیجه
مدل پارامتریک پویا و سامانه غیرپارامتریک  بینی پیشتفاوت معناداری بین دقت : دارد میبیان 

د پذیرفته شود و شبکه عصبی دینامیک دارای کارایی بهتری در توان نمیپویا وجودندارد، 
کنندگان  د که عرضهشو میی این پژوهش پیشنهاد ها تهیافبر اساس. دباش میبازده بورس  بینی پیش

ی تکنیکال و ها تحلیلفعالان بازار بورس تهران، درکنار  ویژه بهو   و متقاضیان سرمایه
  . ی نمایندگیر بهرهی نوین هوش مصنوعی نیز ها روشی سنتی مرسوم، از رویکردها
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  پیوست
  

  ARMA-PGARCH نتیجه برآورد مدل
 
 
 
 
  
 
  
  

 
 

  ARMA-PGARCHای مدل  داده بینی درون مقادیر پیش. 1نمودار 

  

( ) ( ) ( )
( ) ( ) ( ) ( )

( )( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

t t 1 t 2 t 1

1.1988 1.19881.1988 1.1988
t t 1 t 1 t 1 t 1

2

Y 0.0005 1.2913 Y 0.3300 Y 0.8599

0.0001 0.0304 0.0244 0.0220

5.18e 7 0.4634 0.0204 0.4487 1.3601

4.96e 7 0.0539 0.0048 0.0526 0.0515

R

− − −

− − − −

= + − − ε

σ = − + ε − ε − ε + σ −

−

0.1889 SSR 0.0692 SC 8.7537 Std.E of PGARCH 0.1348= = = − =
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  ها دادهنتایج رسم توزیع احتمالی . 2نمودار 
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